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Presenter
Presentation Notes
Recap of SKA Low consortia
Six elements of the SKA Low
CSP in the middle
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Presenter
Presentation Notes
Drill down 4 sub-element
Shown few times
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“ What’s Perentie ITF?

- Integration and Test Facility

"""""

e Emulate Site Infrastructure
o Power - 3-phase 400VAC, 48VDC
o Cooling - liquid and air
o Rack - space, cabling, plumbing, etc
e On-going Development Platform
o Hardware implementation
o FPGA firmware
o M&C software (MACE)
e Integration and Verification Platform
o Sub-element: LMC, PSS and PST
o Element: LFAA, SDP, INFRA
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Presenter
Presentation Notes
SKA is a project has a lot of acronyms 
First google says ITF is
3 main functions


)

SKA ITF Locations

e Three levels of ITF for CSP
o Sub-element - Low.CBF
o Element - CSP
o System - Telescope

e Low.CBF and CSP ITF: Sydney
o Low.CBF activities (Internal ops)
o CSP activities (CBF, PSS, PST, LMC

e System ITF: Geraldton

o System activities (LFAA, CSP, SDP)
14th February 2019 - C4SKA @ AUT
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Presentation Notes
In SKA’s structure, there are three levels
Fantastic facilities and where to find them


SKA Construction Phases

Sub-element ITF

SUbe_I,eme,nt — Sub-element Selloff §
Qualification g— Ship +> S
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Uses subelement & element level emulators.
Subelement own facilities and execute test
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14th February 2019 - C4SKA @ AUT

Element ITF System ITF
Element . sallofr. |8 AlV
ape . = ement Sello eps M
Qualification =" . """# 8 Qualification
L2 Testing < L1Testing

element Level emulators

n facilities and execute test

RF Signal Generators inputs.
AIV own facilities and execute test.

o

74 perentie

Sanges™ SKA Low Correlator & Beamformer

L3

Telescope Site

€

:’5 Operations
S_Awseloff &  On Sky

S ship = 2 Qualification
E LO Testing
&

Warranty Starts at the Acceptance here.
SKA own facilities/instrument and execute test.

System ITF (Western Australia) Telescope Site

DO o O

E conduct 1&T and QE

E conduct 15T


Presenter
Presentation Notes
Large scale project involves multiple international parties
Staged roll out
Requirements are verified
derisk
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Presentation Notes
You have seen the data path a few times
Highlight regional centres concept, astronomers interacting with data at regional centres 
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Presentation Notes
In the low ITF, we are establishing exactly the same data path focusing on Low.CBF
One 19’’, 42U rack which specified by INAU


‘perentie

% SKA Low Correlator & Beamformer

> Emulator servers

i ,L; @® R - —_——— > Optical

R Connector Gemini Subrack
Non-spill ‘
Connectors M. S @ Xilinx Dev Boards
Power o
Connector Timing Master
48VAC-DC
e Gemini Subrack ;ra_nsr:er
o Gemini LRU (Line-replaceable unit) + Heatsink wite
o Liquid cooling and power on backplane Network Switch
e Rack Power and cooling, networking, server
e Sensing points (thermal, liquid) MACE Server
e Emulator servers (LFAA, PSS, PST and LMC) Liquid Cooling
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Presentation Notes
The Perentie ITF is essentially just one of the 19-inch racks in the previous slide, populated with a minimal subset of the actual equipment that the real installation would have. This allows us to integrate and test the beamforming firmware, to test the controlling software, to measure power and ensure there is space to route cooling water and cables. For testing purposes, the ITF rack also has a pair of servers that are not part of the final system. The servers emulate LFAA and SDP by generating simulated data for Low-CBF and analysing its output, checking that it matches the expected data. Currently the ITF has one prototype FPGA processing card as shown in the photographs. We are expecting to have a further three cards to allow us to verify data exchange between FPGAs and coordination of the overall processing of the final system.


| Total Recewer

“What'’s happening in the ITF @ ==

i

Signal processing and communications

e Development DSP firmware (E.g Filterbank,COR)
e Emulation of LFAA data input from a station J . i
e Capture and checking of Low.CBF output to SDP e

Coarse frequency
channels

Monitoring and Control Environment (MACE)

e 10GbE based network for control and monitoring of
each device

e Tango based emulation of LMC

e Automated testing

Infrastructure - power, cooling, cabling

e Full redundant rack power
e Liquid cooling, leak monitoring
e Fibre, power, plumbing management
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Presenter
Presentation Notes
There are really three distinct aspects to the ITF functionality - the Signal processing software that processes around 3 Terabits/sec of data from the antennas and delivers the analysis results (Beams, correlations) to the SDP over 100 Gigabit optical links. Then there is the Monitoring and control environment - a network of 10Gbps communication between a server, the FPGAs, and all the other items in the racks such as power supplies, temperature monitors, timing references. There are the signal processing development and verification aspects of the ITF. And with the ITF we are able to verify that items associated with the power system, cooling system, and all the optical and copper cabling function properly and fit in the available space.


o

%

ITF Safety and Protection

e Operating in remote area

e Autonomous safety precautions
o Automated shutdown sequence at emergency
o Liquid cooling fail
o Power failure
o Failure/event logging
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“Initial MACE Setup

- Monitoring And Control Environment

e MACE server and network switch installed

o 96 ports, 10GbE switch
e MACE Networking connects:

o Gemini LRU

o COTS support equipment - -|\ N

o Emulator servers

e Initial M&C function
o Gemini LRU
o COTS equipment
o Measure power (PF, consumptlon)
o Safety, e.g thermal shutdown
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Presentation Notes
The mace network in the full system would have a network switch to connect all 288 FPGAs, the MACE server, and all the other devices that have network interfaces such as power supplies, power distribution devices, environmental equipment and others. In the ITF we have some extra servers and network capabilities which allow us to simulate the antenna inputs and capture the outputs that would normally go to the Science Data Processing facility. With these extra facilities we can verify that our software and firmware designs work correctly The switch also has 40GbE and 100GbE interface ports so that our emulation servers are able to send simulated antenna data to the FPGAs and receive beams from them


“LFAA Emulator Verification

. Sending emUIated LFAA File Edit View Go Capture Analyze §tat\stilc:a_'I':Ir:p_::r:;dm‘;i;:l::jgslot::p;qelp :
station data to Gemini FPGA ABOmMERE Re»EFLSERARE

<=Ctrl = | '] Expression... +

ca rd No. Time Source Destination Protocol Lengtt Info e

10,000800000 192,168.1,1 192,168.1,2 UDF 5308 38144 — 30333 Len=s264
2 0.000039074 1.1 1.2 =
30.000844176 192.168.1.1 192.168.1.2 UDF 8308 38144 — 308333
@) Matlab generated paCkets 40,000869087 192,168.1.1 192.168.1,2 uDP 53088 38144 — 308333
5 0.000871736 192.168.1.1 192.158.1.2 UDF 5305 38144 — 30333
§0,000874292 192,168.1.1 192.168.1,2 UDF 8308 38144 — 30333
7 0,000877161 192,168.1.1 192.168.1,2 uDP 53088 38144 — 308333
O J umbo 8k packets 8 0.000106294  192.168.1.1 192.168.1.2 UDP 8308 38144 — 30333
9 0,000109287 192,168.1.1 192.168.1,2 UDF B308 38144 — 30333 Len=s264
10 ©,000111833  192.168.1,1 192.168.1,2 UDF 53088 38144 — 38333 Len=8264
- - 11 0,000114501  192.168.1,1 192.168.1,2 UDF 8308 38144 — 30333 Len=s264
e 40 G bE optlcal Iln k 12 0,000117426 192.168.1,1 192.168.1,2 uDP 53088 38144 — 30333 Len=8264
13 0.000120040 192.168.1.1 192.158.1.2 UDF 5305 38144 — 308333 Len=s264
14 0,000122933  192.168.1,1 192.168.1,2 UDF B308 38144 — 30333 Len=s264
. 15 ©,000171724  192.168.1,1 192.168.1,2 UDF 53088 38144 — 38333 Len=8264
0 Ach Ieved 7Gbps 16 0.000206559 192.168.1.1 192.168.1.2 upp 8308 38144 — 30333 Len=8264
17 ©.000210781  192.168.1,1 192.168.1,2 UDF B308 38144 — 30333 Len=s264
18 0.000235778 192.168.1.1 192.158.1.2 UDF 5305 38144 — 308333 Len=s264 =

- - - F] »
(Wlth mlnlmal effort) Frame 2: 8308 hytes on wire (66464 hits), 6388 bytes captured (66464 bits) on interface 0

Linux cooked capture

Internet Protocol version 4, Src: 192.168.1.1, Dst: 192.168.1.2
User Datagram Protocol, Src Port: 38144, Dst Port: 30333

pata (8264 hytes)

Dat 5304020600000008800100010000000080040000000000860 . ..

[Length: &264]

dvyvww

e Working on optimizing the
emulator performance to
increase data rates so that two |::

0e48
00508

fUII Stations can be on a 40G ﬂ(gﬁﬂ? Data (data data), 8264 byt P kt-9-D' I d: 5963 (100.0%) - Load time: 0:0.85  Profile: Default
link (22Gbps)
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Presenter
Presentation Notes
We have written matlab software to emulate the output of the antenna array and create large data files that can be played from the LFAA emulation server via 40 GbE links and act as input to the Gemini FPGA cards. In the last few weeks we have run this software achieving 7Gbit data rate over the 40GbE fiber to a Gemini card. We’re working on increasing this to the expected 25Gbit data rate that LFAA outputs, but from our test so far we already we know that our 40GbE interfaces on the FPGA cards will work and the software should be enough to test the ingest functionality of the FPGA design when Gemini cards are built.


.1 ferentie
e Verify communication between MACE server and Gemini FPGA ‘€attd <«
o Achieves ~5Gbps throughput over 10GbE
o Able to update Jones polarisation matrices in real time
Now also considering a multicast update mechanism to reduce server load
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Presentation Notes
One important factor we were concerned about was whether it would be possible to update the timing and delay data used by the FPGAs in a timely fashion. Updated delay information will need to be provided by the MACE server to all of the FPGAs on a regular schedule. Overall this update will be dominated by polarisation Jones Matrix updates which will run to several gigabits of traffic. If we update matricies every 10 seconds we expect the MACE server to be delivering an average data rate of around 2 Gbit/sec. We have run tests that show the MACE server will be able to do this, and our network protocol is capable of 5Gbps, but because update data itself is mostly common for each FPGA, we are considering using a multicast mechanism to reduce overall load on the server and network and relax constraints on the server software. ( If asked - for the test we ran simulation of the gemini cards on the servers we would normally use for LFAA emulation and SDP data capture, linked by 10GbE optical network)


.

Perentie Initial Engineering GUI

e Initial steps toward
Tango controls GUI

o End-to-end
functionality

o GUI for low-level
access to FPGA
registers via
network

o Access to
parameters in FPGA
devices
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erentie

"""-!rz-'-"’": SKA Low Correlator & Beamformer

.:‘.500

FPGA 10.32.0.1:30000 [/home/ben258/development/perentie-software/gemini-viewer/kcul0.. X
BaseAddr: Ox00001800 Length: |7 Upload Capture
peripheral base Register Address Walue
* system

system 0x00000000 Ox00001800 0x00000080

f

T OX00000400 0X00001801  0X00000002
* dhep

dhecp ox00000800 0x000018B02 0x00000000
* gemini_subscription

client[0] 0x00000c00 0x00001803 0x00000000

client[1] 0x00000c08

client[2] 0x00000c12 Ox00001804 Ox00000000

client[3] Ox00000c1b

broadcast Ox00000c24 Ox00001805 Ox00000000
* system_monitor

System_monltor 0x00001000 Ox00001B06 Ox00000000
w ethernet_mace

statistics 0x00001800

statistics_tx Ox00001807
¥ demo

client 0x00002000
+ axid_quadspi_prom

axid_quadspi_pr... 0x00002807
[ACK] FailCode: Ox80
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Presentation Notes
We’ve also built and tested diagnostic software that allows us to peer into the configuration registers of individual FPGAs. This is a first step toward the ultimate aim of providing an engineering interface using the Tango Controls software framework that will fit in with the control methodology adopted by the SKA consortium. What it gives us is a way to interact with FPGAs even when the Tango servers are unavailable or not functioning properly. FPGA registers are specified as human-readable descriptions in YAML format which are automatically translated to VHDL by our ARGS software suite. In addition to generating VHDL, ARGS also produces documentation about the registers, and python and C accessible descriptions that are read by the GUI software to construct a view of the FPGA registers, such as the one shown here. This kind of interface gives FPGA designers the ability to see in detail how their designs are reacting in real-world situations.


“ What’s next? v

Hardware . 71 perentie

......

e Gemini HBM pre-production (x5)

e Implementing optical cross connect HW

e Complete cabling and plumbing
distribution

Software

e Function to capture outputs of FPGA
e More complete LMC Tango software

Firmware

e More DSP
e Communications
e Memory buffering (HBM)

Sub-element integration (ICD)
e With LMC, PSS, PST 16
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Presenter
Presentation Notes
Its still early days for the verification process and there are quite a number of things left to do. We want to be able to capture the 100Gbit/sec optical output of an FPGA card so that processing in the FPGA can be validated by comparing it with the expected output from known simulated antenna inputs. To do that we still have to write the capture software that will run on one of the servers in the ITF
When we’ve built a few gemini cards that can run the full processing chain we need to verify that processing and the optical cross-connects that link the FPGAs.
We also need to extend our Tango software suite so that it can configure the FPGAs in desired operating modes and monitor their operation in real time. We will be testing this software with a mixture of real gemini devices in the ITF facility and simulated gemini devices running on one of the servers in the ITF.




“ ITF Head Start Benefits A e
Risk reduction: N Sk LowCoreoraanicrn

e Demonstrate that system design meets requirements
e De-risk internal and external interfaces earlier
e Verify construction roll-out schedule

Development:

e Develop hardware, firmware and software under site environment
e Continuous test and verification of software and firmware during
development

Safety:

e Demonstrate system behaves in exceptional circumstances

e Prove 1ga_i&§§£e@§mdition during environmental extremes
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Presentation Notes
So just to summarise: Test and integration facilities give us confidence about our equipment in a number of different ways. In a financial sense we are often buying components from subcontractors and we would like to be sure we are getting what we want. With a test facility we can check the quality of a small number the subcontractor’s components before we commit to larger purchases to see that they meet our standards. In a system design sense, an integration facility will give us confidence that our system design actually functions as expected because we can build and operate key parts of it before building the whole thing. We can also run tests that might be hard to run with the whole system that prove the system safety in unusual conditions. And in a software and firmware development sense the facility provides a runtime environment that is representative of the final one that the software will run in allowing us to develop and debug software features. Thanks for your attention.


Questions /
Discussion?

Thank-you!

Super zig-zag road but a strategic life supply line (WW2)
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