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MID Central Beam Former

World’s largest - high performance - low power

- distributed - embedded system.

Thousands of FPGA supported by hundreds of
microcontrollers.

Need a way to configure the FPGA datapath
for the various bands/modes.

Need to monitor the health of the subsystems.
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FPGA Application Monitor and Control (AMC)

Extending the memory bus
(AMBA AXI) on an FPGA,

via Gigabit Ethernet,
to the Monitor and Control Application.




Design Goals

Simplify Resource efficient
Implementation S

in FPGA

Application
Programming

Reliable and in-order access
to the FPGA memory space. Server (FPGA side) is kept simple.

Client (Application side) holds the complexity.
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Presenter
Presentation Notes
Simplify Application Software.
Network communication needs to be predictable. 
If you ask for some data then you should expect to get it.
If you ask to turn something on, it should turn on.
If something goes wrong in the communication, then you should be told about it.
Data transport should be transparent. The application should not have to worry about if a packet is lost.
You should solve the problem or error in the domain it occurs.  
If a packet is corrupted on the network, then the network protocol should correct the corruption and recover.
There should be no need to have the application involved.

Resource Efficient.
FPGAs have lots of other important things to do, rather than waste resources on communication and error recovery.
Complexity or error recovery handled at the Client (application), rather than at the server (FPGA).

Network Efficient.
Have thousands of FPGA to communicate with, we want to be efficient about how we transport data - minimise overhead.
Could have up to 17 devices sharing a single Gigabit link.




Traditional Transport Protocol Options

Simplify AMC Software Server-(FPGA)-Side Resource Network Efficiency
(Reliable Transport) Efficiency (Simplicity) (Low Overhead)
Error recovery built in. Complex sliding window algorithm

wop X v v

No error recovery Simple packet based flow 8 byte header


Presenter
Presentation Notes
Traditionally two transport protocol options, TCP and UDP.
Neither meets all my requirements.
UDP joke. I’ve got a UDP joke for you. 


Introducing AXIoE

A new transport protocol, to meet my design
requirements.

AXI - Advanced eXtensible Interface
>a memory bus specification from ARM.

>supported by both Xilinx and Altera (via Qsys).

O - over

E - Ethernet


Presenter
Presentation Notes
Sliding window algorithm, like TCP uses, but is asymmetric to keep server resources light.
Half the memory requirements of TCP.



.
Introducing AXIoE

Simplicity is key.

Jt’s simple
to make

things (HUIAN T

1 Built on UDP.
2.Adds a simple “sliding window algorithm”.

3. Designed for low resource usage at the

embedded device (server). & 1t's
4. Encapsulates AMBA AX/bus transactions c u M PI- EK to lfleL'L"”“
(Read/Write blocks of memory). ﬂ'*TLLJ:;E Slmplen

5. Can stack multiple AX/transactions into each
packet. 7


Presenter
Presentation Notes
Sliding window algorithm, like TCP uses, but is asymmetric to keep server resources light.
Half the memory requirements of TCP.



Packet Format (UDP Payload)

Global Packet Header

Transaction Header

Transaction Address
Transaction Data

Another Transaction




Server - Designed to be cheap.

Simple behaviour:
- One packet in - One packet out.
- One decision fork.
Requires memory to store only a single packet.
- More memory = bigger window = better performance.
- Half the memory of TCP.

Client responsible for enacting all error recovery behaviour.




Server Logic
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I\Req—[]
AXIoE Protocol 'I: \:;
Client - Server protocol | Reqzh’\:‘
Sliding window algorithm for performance and error recovery. <p1
Cpl-2
Uses an 8-bit packet sequence number. le ':ack_o |
| b
3 types of packets | oo™ |
- with a common header format for easy parsing. Le - |
Client to Server Server to Client |
Request (Req) Completion (Cpl)

Negative Acknowledge (Nack) @ Negative Acknowledge (Nack)

Probe (Prb) Probe (Prb)




Where we are at ...

AXIoE base specification is in draft.
Prescibes the

1 Packet formats,

2.Server behaviour, and

3. Client responsibilities.

The client’s error recovery behaviour is not formally unconstrained, but a
recommended procedure is detailed.

AXIoE Remote Procedure Call (RPC) specification is in draft.

- Details a method to map function calls onto AXIoE transactions. 12




Where we are at ...

Server implementations written in

Python William Kamp
Java David Del Rizzo
C (for ARM) Robert Chapman Il

VHDL William Kamp

Client implementations written in

Python William Kamp
Java David Del Rizzo
C Emanuele La Rosa
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OSI| Model

AMC / EPGA {

AXIoOE-transactions —

UDP + AXIoE-protocol {
IP {

Ethernet 7

0S| (Open Source Interconnection) 7 Layer Model

Layer Application/Example Central Device/ DOD4
Protocols Model
L] -
Application (7) | End User layer Program that opens what acglzer
Borvos i o wiedow For ousd and was sent or creates what is to be sent pplications
application processes to access the network Resource sharing * Remate file access « Remote printer access * SMTP
services. Directory services » Network management
L]
Presentation (6) | Syntax layer encrypt & decrypt (if needed) eams
Process
mm:;ur; mg‘&: Character code translation » Data conversion « Data compression « | EBDIC/TIFF/GIF
Whﬂl‘lﬂ network. Data encryption + Character Set Translation PICT G
Session (5)F | Synch & send to ports (logical ports) | Legical Ports A
Session establishment, maintenance and termination « Session RPC/SQL/NFS T
support - perform security, name recognition, logging, etc. NetBIOS names E
Transport (4) | TCP Host to Host, Flow Control . W/ e
P
m’:m“ﬂ:‘m aa?ldm Message segmentation = Message acknowledgement « A L TCPISPX/UDP Host
losses or duplications. Message traffic control « Session multiplexing C -Er A
K
Network (3) | Packets (letier, contains IP address) |g R|  Routers | Y
Controls the operations of the subnet, T Internet
deciding which physical path the Routing * Subnet traffic control = Frame fragmentation = g IPNIEXACMP Canbe
data fakes, Logical-physical address mapping * Subnet usage accounting used
" ) on all
Data Link (2) [Frames ("envelopes”, m?talns MAC address) 3:2:;2 o
NIC card — Switch——NIC card {end to end)
Pmm meﬂm frames Establishes & terminates the logical link between nodes « Frame WAP
ong Ph E:I i over the traffic control « Frame sequencing * Frama acknowledgment « Frame PPP/SLIP | Land
8 Ayar. delimiting = Frame error checking « Madia access conirol Based Net '
. Layers
Physical structure Cables, hubs, etc. Hub
Data Encoding - Physical medium ettachment
Transmission technique - Baseband or Broadband =
| Physical medium irar 1 Bits & Volis
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Feature Creep

IGN bit - disables the packet sequence number check. Reverts error recovery to UDP.

Useful for implementing MSI interrupts, doing other bad things, ...

COND bit - conditionally execute a transaction based on the success of the previous.

If an error occured, don't try with this transaction either!

I HIRED A CREEP YOUu LJHEN
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Questions?

L-ET ThE SLO0S MACE WU LFE EASIED
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