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REANNZ is part of a global network of NRENS,

connecting researchers across the globe
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to share information and ideas.

These lines are indicative only and do not reflect exact routes. n
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Presentation Notes
So who uses the REANNZ network? Well, possibly without knowing it, all of you are probably already on it. We have connected every single university and crown research institute in the country. You may not have heard of us though, much in the same way that you have a power provider but you don’t know who actually own the electricity generators. 


INSTITUTES OF TECHNOLOGY, POLYTECHNICS AND WANANGA

_— TE WHARE WANANGA O
SOUTHERN AWANUIARANGI
INSTITUTE OF TECHNOLOGY

vkt st e

W

Whitireia
NEW ZEALAND

@ WelTec

Wellington Institute of Technology

Unitec
Q Institute of Technology
X\ TE WHARE WANANGA O WAIRAKA

OTHER MEMBERS

) = &

= = p— . .
Best B CAWTHRON  Callaghaninnovation SSEAN  ppyeamonPRol  Kristin

Pﬂb‘_iflcjw

Institute of Education

A INsTITUTE FOR GIRLS BUILDING GREATNESS

Rangahau Matauranga o Aotearoa

AAA
PACIFIC EDGE B
M  @compac AM OOONZCER  F[MCIFCERCES  msray or soucanon

AK|I PAENGA
MALAGHAN AUCKLAND WAR MEMORIAL MUSEUM

INSTITUTE

OF MEDICAL RESEARCH


Presenter
Presentation Notes
We also connect institutes of technology, polytechnics and other members who do either research, education or innovation as their core function, such as the Ministry of Education, Auckland war memorial museum and Callaghan Innovation, so we have a broad range of members, with universities and CRIs as the core members.
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Domestic network

e Upgraded core links supporting 100G on backbone links
e Cashing upgrades

2x Akamai

1x Facebook

1x Google

1x Netflix
* Monitoring upgrades

Achieved zero packet loss across our network, ie, <0.0000001%
loss over 38 trillion packets.

Seattle
Portland (Oregon)

N LE
EW HAWAIKI CAB Los Angeles

100Gbps national backbone network
—— 20Gbps and under

—— new Hawaiki Cable
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Open source SDN Controller for production networks

Faucet is a compact open source OpenFlow controller, which enables network operators to run their
networks the same way they do server clusters. Faucet moves network control functions (like routing
protocols, neighbour discovery, and switching algorithms) to vendor independent server-based
software, versus traditional router or switch embedded firmware, where those functions are easy to
manage, test, and extend with modern systems management best practices and tools. Faucet controls

OpenFlow 1.3 hardware which deliyg
REANNZ

THE UNIVERSITY OF

WAI KATO https://faucet.nz/

Te Whare Wananga o Waikato @faucetsdn Network Research Grou P




88 Faucet Port Statistics -

Datapath Name  noc-faucet -

Bits in/out per second
100 Gbps

(4
<18

50 Gbps — -

-50 Gbps

" JR—
- 'ili ‘ll'”i o | TRLIT

-100 Gbps

-150 Gbps
0742 0744 0746 07:48 07:50 07:52
== noc-faucet port 1 (to dnocd420-faucet port 1) out == noc-faucet port 21 (to noc-rir-1 port et-0/2/0) out
== noc-faucet port 18 (to dnoc1034-faucet port 101) out == noc-faucet port 6 (to dnoc2316-faucet port 52) out
noc-faucet port 15 (to dnocd026-faucet port 1) out noc-faucet port 13 (to nfv port enp3s0) out
== noc-faucet port 7 (to dnoc2644-faucet port 601) out noc-faucet port 12 (to noc-rtr-2 port Hw/2/0/8) out

Dallas, |hpc
TX|inspires.



15t REANNZ participant to
PRIVERSITY flow in excess 10G of traffic
internationally

15G+ disk to disk sustained to
Energy Sciences Network
(ESNet) in the USA
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15t direct 100G connection

Direct 10G “Science DMZ”

nectarcloud connection for nectarcloud
directly to REANNZ
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When the NeSI/NIWA supercomputers were replaced in early 2018, REANNZ
engineers were on hand to make sure the research and education advanced
network smoothly handled the transfer of an estimated 900 TB (terabytes) of user

data.
¢EE§§§ New Zealand eScience @/’ Taihoro Nukurangi

Infrastructure

With peak transfer speeds topping 19 Gbps it was the largest one-off transfer of data
undertaken on the REANNZ network
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Mayoral Drive, Auckland (MDR) to AUT - maximum total throughput
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' Week 04 ' Week 05 ' Week 06 ' Week 07
BMayoral Drive, Auckland (MDR) -= AUT Max 2629345204bps
BiUT -= Mayoral Drive, Auckland (MDR] M ax 419365721bps
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National Geohazards Monitoring Centre
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MASSEY UNIVERSITY
TE KUNENGA KI PUREHUROA

UNIVERSITY OF NEW ZEALAND

Massey (MUP) to Massey, Turitea - maximum total throughput
10 G
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26
0

Bits per second
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BMassey (MUP) -= Massey, Turitea Max 4429314276bps
BMassey, Turitea -= Massey (MUP) Max 9932987323bps
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300 PB/yr
~ 130 PFlops

Regional Centres

CENTRAL SIGNAL PROCESSOR SCIENCE DATA PROCESSDR

~ 130 PFlops
300 PB/yr

SKA1-MID



This year REANNZ saw a 61% year-on-year increase in international research data traffic.

Research & education traffic growth
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OUR NEW INTERNATIONAL NETWORK

* New PoP’s
* Flexential Brookwood - Hillsboro, Oregon, US
* PNWGP — Seattle, Washington, US
* Equinix SY4 — Sydney, Australia
* Hawaiki Cable Landing Station — Mangawhai Heads, NZ

* Pacific Wave peering in Seattle, AARNet peering in Sydney

* Direct peering with providers and with other NRENSs

* Continued partnership with AARNet provides diversity

* New options to extend to Guam in partnership with University of Hawaii



HAWAIKI

NETWORK DESIGN

Australia Oregon, USA
Sydney CLS - Equinix SY4 Hillsboro POP

\ AN AN AN /\ \ /

/\ /\ > / \ Y 7 Ortla,lgonl, USA
/ <> <> T \\ /i Pacific City CLS
Noumea Suva Neiafu Pago-Pago
New Caledonia Fiji Tonga American Samoa
v

New Zend P 8’243km . Oahu’ HaW_, USA ) 4’521km
Mangawhai Heads CLS |} i Kapolei CLS B

3,245km
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Presentation Notes
There are dedicated fibres from NZ to Australia, a single fibre pair from NZ to Hawaii and on to the US and a pair of fibres for Australia to Hawaii and onto the US. Total system is around 14,600km of fibre

There are sub-sea branching units installed on the cable to allow connections to the islands listed, only American Samoa will be connected initially, but as the other branches are funded they can be attached to the system while it’s alive. The branches to the islands are all on the NZ fibre pair, so we’re in a ideal position to help support the islands.



.
HAWAIKI

SPECIFICATIONS
* Design capacity of 43.8 Thps:

* Over 100 individual 100Gbps wavelengths carried over each fibre pair

* 33ms latency from New Zealand to Sydney
e 3,245km

e 127ms latency from New Zealand to Oregon

e 12,764km
 via Hawaii (82ms, 8,243km)

e Total of more than 14,600km of cable

* 25 year Service Contract between REANNZ & Hawaiki
e 20Gbps in both directions through to 2Tbps
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Presentation Notes
Design capacity is the capacity possible today – it will grow over time. Southern Cross started at 80Gbps and is now at around 7.4Tbps 17 years later. Hawaiki will grow over time in a similar way.

Latency is very comparable to SCCN and is even better than SCCN for some paths.

By June 2018 we will be ready to incorporate Hawaiki into the REANNZ network.
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GOREX: Guam Open Research & Education eXchange

Commonwealth of the
Northern Mariana Islands
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PACIFIC WAVE
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NATIONAL & INTERNATIONAL PEERING EXCHANGE Pacific Wave is a project of CENIC & PNWGP
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Thank you!

John.bancroft@reannz.co.nz
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