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UNIVERSITIES

CROWN RESEARCH INSTITUTES

Participants
48 total
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So who uses the REANNZ network? Well, possibly without knowing it, all of you are probably already on it. We have connected every single university and crown research institute in the country. You may not have heard of us though, much in the same way that you have a power provider but you don’t know who actually own the electricity generators. 



INSTITUTES OF TECHNOLOGY, POLYTECHNICS AND WĀNANGA

OTHER MEMBERS
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We also connect institutes of technology, polytechnics and other members who do either research, education or innovation as their core function, such as the Ministry of Education, Auckland war memorial museum and Callaghan Innovation, so we have a broad range of members, with universities and CRIs as the core members.



New participants



Domestic network

• Upgraded core links supporting 100G on backbone links
• Cashing upgrades

2x Akamai
1x Facebook
1x Google
1x Netflix

• Monitoring upgrades

Achieved zero packet loss across our network, ie, <0.0000001% 
loss over 58 trillion packets.



https://weathermap.reannz.co.nz



Eduroam

• 86 countries
• Tens of thousands of hotspots around the 

world



Faucet is a compact open source OpenFlow controller, which enables network operators to run their 
networks the same way they do server clusters. Faucet moves network control functions (like routing 
protocols, neighbour discovery, and switching algorithms) to vendor independent server-based 
software, versus traditional router or switch embedded firmware, where those functions are easy to 
manage, test, and extend with modern systems management best practices and tools. Faucet controls 
OpenFlow 1.3 hardware which delivers high forwarding performance.

@faucetsdn

https://faucet.nz/





1st REANNZ participant to 
flow in excess 10G of traffic 
internationally

15G+ disk to disk sustained to 
Energy Sciences Network 
(ESNet) in the USA



1st direct 100G connection

Direct 10G “Science DMZ” 
connection for nectarcloud
directly to REANNZ



With peak transfer speeds topping 19 Gbps it was the largest one-off transfer of data 
undertaken on the REANNZ network

When the NeSI/NIWA supercomputers were replaced in early 2018, REANNZ 
engineers were on hand to make sure the research and education advanced 
network smoothly handled the transfer of an estimated 900 TB (terabytes) of user 
data. 







National Geohazards Monitoring Centre











This year REANNZ saw a 61% year-on-year increase in international research data traffic. 
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OUR NEW INTERNATIONAL NETWORK

• New PoP’s
• Flexential Brookwood - Hillsboro, Oregon, US
• PNWGP – Seattle, Washington, US
• Equinix SY4 – Sydney, Australia
• Hawaiki Cable Landing Station – Mangawhai Heads, NZ

• Pacific Wave peering in Seattle, AARNet peering in Sydney
• Direct peering with providers and with other NRENs
• Continued partnership with AARNet provides diversity
• New options to extend to Guam in partnership with University of Hawaii



HAWAIKI

NETWORK DESIGN

8,243km 4,521km

3,
24

5k
m
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There are dedicated fibres from NZ to Australia, a single fibre pair from NZ to Hawaii and on to the US and a pair of fibres for Australia to Hawaii and onto the US. Total system is around 14,600km of fibre

There are sub-sea branching units installed on the cable to allow connections to the islands listed, only American Samoa will be connected initially, but as the other branches are funded they can be attached to the system while it’s alive. The branches to the islands are all on the NZ fibre pair, so we’re in a ideal position to help support the islands.




HAWAIKI

SPECIFICATIONS

• Design capacity of 43.8 Tbps:
• Over 100 individual 100Gbps wavelengths carried over each fibre pair

• 33ms latency from New Zealand to Sydney
• 3,245km

• 127ms latency from New Zealand to Oregon
• 12,764km
• via Hawaii (82ms, 8,243km)

• Total of more than 14,600km of cable
• 25 year Service Contract between REANNZ & Hawaiki

• 20Gbps in both directions through to 2Tbps 
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Design capacity is the capacity possible today – it will grow over time. Southern Cross started at 80Gbps and is now at around 7.4Tbps 17 years later. Hawaiki will grow over time in a similar way.

Latency is very comparable to SCCN and is even better than SCCN for some paths.

By June 2018 we will be ready to incorporate Hawaiki into the REANNZ network.
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https://pacificwave.net/participants-affiliations
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Thank you!

John.bancroft@reannz.co.nz
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